MATH 321: DIRECT SUM DECOMPOSITION, EIGENVECTORS, JORDAN FORMS MISSION 7

Please follow the format which was announced in Blackboard. Thanks!

Your PRINTED NAME indicates you have read through Chapter 7 of the notes:

Problem 109

Problem 110

Problem 111

Problem 112

Problem 113

Problem 114

Problem 115

Problem 116

Problem 117

Problem 118

Let Wy = span{(1,1,1,0),(0,0,0,1)} and Wy = span{(1,—1,0,0), (0,1,—1,0)}.
Show W, ® Wy = R4

Suppose V' is a finite dimensional vector space and V' = W; @& W5. Does it follow that
ann(W1) @ ann(Wy) = V* 7 Prove or disprove.

Let T(f(x)) = f(z) +zf'(z) for f(x) € P3(R). Let 51 = {1,2?} and B, = {x, 2%} provide
bases for W} = span(f;) and Wy = span(5s).

(a.) show W) and W, are invariant subspaces of T,
(b.) Find [Ty, ]s, 5, and [Tws )3, 6,
(c.) verify [T]s5 = [Twi]p1.6 ® [Twalpsp, where 8 = 51U 5,

Let A € F*™™ and define T : F™*" — F"™*" by T(A) = A + AT
(a.) show that S, = {A € F"*" | AT = A} is an invariant subspace of 7.
(b.) show that A, = {A € F"*" | AT = —A} is contained in Ker(T).

(c.) Let 85 and 3, be bases for the symmetric and antisymmetric n x n matrices over F.
Form basis § = ;U 3, and find the block-structure of the matrix [1 4

Suppose V' is a finite dimensional vector space over a field F. If W; + Wy, = V and
dim(W7) 4+ dim(W3) = dim(V') then prove V = W) & Ws.

If p(t) = ap + art + - - - + ant™ € R[t] then we define p(A) = a,/ + a1 A+ -+ a,A". Prove
that if v is eigenvector of A with eigenvalue A then v is also an eigenvector of p(A) with
eigenvalue p(\).

A square matrix A is nilpotent of degree k if A¥~1 #£ 0 yet A¥ = 0. Prove A\ = 0 is the
only eigenvalue of A.

Let A= } . Find the real eigenvalues and eigenvectors of A. Also, calculate A™.

. Find the eigenvalues and eigenvectors of A. Is A diagonalizable as

4
2
3
s A diagonalizable as a complex matrix ?
0
3

Let A =

. Find the eigenvalues and eigenvectors of A. Is A diagonalizable as

a real matrix? Find the Jordan form associated with A.




Problem 119

Problem 120

Problem 121

Problem 122

Problem 123

Problem 124

Problem 125

Let A = _g _64 . Find the eigenvalues and eigenvectors of A. Is A diagonalizable
as a real matrix? Is A diagonalizable as a complex matrix? Find the real Jordan form

associated with A.

2 4 —4
Let A= | —1 2 —1 |. Find the eigenvalues and eigenvectors of A. Is A diagonalizable
1 4 -3

as a real matrix? Is A diagonalizable as a complex matrix? Find the real Jordan form
associated with A.

-5 4 0 -4

-1 8 -2 -7 . . . .
Let A = 5 1 1 3 | You can check this matrix has eigenvalues of A = 1+2;

-1 1 -2 0

repeated. In fact (and please, understand, I do not want you to actually find these vectors)
there exist nonzero vectors v; = a; + tb; and vy = ag + 2by such that:

(A-1+2)Hv =0 & (A= (1+2i) vy = vy

If L(x) = Ax then find [L]s s and [L],, with respect to the bases 8 = {a1, b1, az, b2} and
7 - {1)177)27/0_171}_2}-

Suppose V is a vector space of dimension 4 over R and T : V' — V is a linear transformation
and there exist nonzero vectors vy, vy, v3,v4 such that:

T(vy) = Tvy + va, T'(vg) = Tug, (T'—4ldy)(vs) =0, T'(v4) = 4vy

Add a needed condition (if any) and find a Jordan basis 3 for 7" and calculate [T']5 5. Also,
calculate det(7") and trace(T").

Suppose A is a 6 X 6 real matrix with characteristic polynomial p(t) = (t—3)3(t—2)?(t—1).
What are the possible Jordan forms associated to A. For each form determine the minimal
polynomial for A.

Let T': V — V have basis § = {v1,...,v,} for which the matrix of 7" is in Jordan form:
[T = Ja(3) ® J2(3) B J1(3) © J1(3) ® Ju(6)

Select vectors from [ to construct the basis for each eigenspace and generalized eigenspace
for T'. That is, find 3; C 8 for which &,; = span(;) and v; C 3 for which span(y;) = K
for each eigenvalue of T

Suppose T : V' — V is a linear transformation such that A\; # A, are eigenvalues of T'. Let
& = Ker(T — M\Idy) and & = Ker(T — Ao ldy). Given & + & =V show V =& @ &
and show T' is diagonalizable.

Remark: [ couldn’t the calculation below early this semester since we first discussed
determinants before we studied linear transformations. I think now is the appropriate
time to share this with you. It is considerably easier to understand than the technical
proof I gave in terms of elementary matrices and such in the determinants chapter.



Problem 126 Consider 7 : R” — R” then we define A*T : AFR™ — AFR™ where AFR™ is the vector
space of k-vectors over R™. In particular,

ATy A Avg) =T () A AT ().
Notice A"T'(ey A---Ney) =T(er) A+ ANT(e,) =det(T)er A--- Aey.

(a.) if S,T : R" — R" show A*(T+S) = AFT o AFS,
(b.) derive det(AB) = det(A)det(B) by examining (a.) with k =n
and T, S with [T] = A and [S] = B.

Remark: the problem below didn’t turn out quite as I had hoped... I accidentally wrote the solution
in the problem statement and at the moment I can’t think of a good way to fix it. That said, I include
it to illustrate how the wedge product can be used to prove things about determinants directly if you
have the computational courage:

A - .
0 g = det(A)det(B) is important to several key theorems this semester.
Let me outline an argument based on the wedge product technique I introduced in some of your

(I.) The identity det

previous homework. If M = [ gl g } where A = [Ay] -+ |A,,] € F™™ and B = [By|---|B,] €
F™>*" then the standard basis ey, es, . .., €ppn € F™" gives
A - A S
Mel = |: 01 :| - Z Aj11€j17 7Mem = |: 0 :| = Z Ajmmejm
Jji=1 Jm=1

and

0 - 0 g
Mem-i—l = |: B1 :| = ZB/ﬂlem-f—ku 7M€m+n = |:B :| - Z Bknnem+kn'

k=1 kp=1
Hence calculate, Me; A--- AMeyy AN Meyig A--- ANMep vy, =

== (Z Aj116j1> VANRRIVAY (Z Aj1m€jm) N <Z Bk11€m+k1> VANRRIVAY (Z Bkn1€m+kn>
kn=1

Ji1=1 Jm=1 k1=1

= (Z"'ZAjﬂ"'Ajlmeﬁ/\"'/\ejm)

Jj1=1 Jm=1

n n
A (Z ‘o Z Byy1+ - Bei€mary Ao A €m+kn>

ki1=1 kn=1

m
= ( Z Aj11 cee Ajlmejl...jmel VANRIERIVAN €m>
Jlseondm=
n
A ( Z Bk11 T Bklnﬁkl---kneerl JANCIAN eern)
k1

= det(A)det(B)ey A - ANem A emir A+ A eman

Thus det [ 61 g ] = det(A)det(B).



Remark: the problems below are not handed in, but, I almost assigned them. If you need further
practice, perhaps it would be wise to work these. I am happy to discuss them in the Help Session.

(I.)

(IL.)

(I1L.)

(IV.)

(V.)
(VL)
(VIL)

(VIIL.)

(IX.)

(X.)

Consider the subspace W = span{(1,1)} of R%. Suppose W, & W = W, & W does it follow
W1 = W5 7 Prove or disprove.

Consider the linear transformation L(A) = AT for A € F?*? where 1 # —1 in F. Find an
eigenbasis for L and find a direct sum decomposition of F?*? via the eigenspaces of L. Find
the characteristic polynomial p(z) for L.

Consider T'(f(z)) = —f(z) — f'(z) definining a linear transformation T': P»(R) — P»(R). Find
a Jordan basis for 7" and express the matrix of 7" as a direct sum of Jordan blocks.

Consider T'(f(z)) = f”(x) definining a linear transformation 7' : Py(R) — FP,4(R). Find a
Jordan basis for T" and express the matrix of T as a direct sum of Jordan blocks.

Suppose T : V' — V has eigenvalue A show for any n € N that T™ has eigenvalue \".
Prove a linear transformation 7' is invertible if and only if A = 0 is not an eigenvalue of T’

Suppose A is invertible. Prove if A has eigenvalue A then A~! has eigenvalue 1/\.

1 -1 3
Let A= | 0 1 0 |[. Find the eigenvalues and eigenvectors of A. Is A diagonalizable? Find
0 4 1
the Jordan form associated with A.
-2 3 -1
Show A = | —4 5 —3 | has eigenvalues of A = 1 and A = 2¢ by finding eigenvectors with
—4 4 =2

the given eigenvalues for A.

Let V = spang{e®, e**, cos(x),sin(z)} and consider T = D + 1 where D = d/dx : V — V.
Show that U = spang{e®, **} forms an invariant subspace of V' with respect to T' and find the
matrix of T'|y as well as Ty, p.



